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Source IP Spoofing

 Large attacks use source IP spoofing

e Attackers hide their identities

* Attack traffic is amplified with reflection

«  Why source IP addresses can be spoofed?

* Routing is based on destination IP addresses, without

validating source addresses
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Source Address Validation Architecture (SAVA)

 Source address validation (SAV) in three levels

} Defend against IP spoofing attacks from
Inter-AS i
outside.

Intra-AS

Benefit the entire Internet, except for the

deployers themselves.
Z Access Network

RFC5210 SAVA



Inter-AS SAV faces deployment challenges

The development of inter-AS SAV technologies :

SAVE IDPF SMA
P’;}”"ORT * The benefits are obvious, but why is
there less and less research?
2001 2003 2005 2006 2007 \ 2008 2015
| A
DPF SPM BASE DISCS
BGP-SN
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Inter-AS SAV faces deployment challenges

Allocate deployment incentives

Lack of deployment SAV as a service for a win-win
incentives situation

_____________________________________________________________________________________

Lack of deployment incentives: the efforts and benefits
do not match

® In a security alliance, ASes at the alliance boundary naturally have to
bear more of the burden of inspecting packets and have less incentive
to deploy SAV.

_____________________________________________________________________________________



Inter-AS SAV faces deployment challenges

Allocate deployment incentives

Lack of deployment SAV as a service for a win-win
incentives situation

Provide trust foundation

| Decentralized management,
verification, consensus, ...

Lack of trust foundation

———————————————————————————————————————————————

Lack of trust foundation

® Allow spoofed traffic
® Discard legitimate traffic

New DDoS Attack




Inter-AS SAV faces deployment challenges

Allocate deployment incentives

Lack of deployment SAV as a service for a win-win
incentives situation

Provide trust foundation

Decentralized management,
verification, consensus, ...

v

Lack of trust foundation

Consider deployment requirements

, SAV mechanism based on
programmable devices

_________________________________________________

 Different deployers have different
' requirements:

'+ Labeling-based SAV

"+ Routing-based SAV

Different requirements




pSAV: A Practical and Decentralized Inter-AS Source Address Validation

Service Framework

Lack of deployment
incentives

Lack of trust foundation

Allocate deployment incentives

SAV as a service for a win-win

Provide trust foundation

Different requirements

v

, SAV mechanism based on

Decentralized management,
verification, consensus, ...

Consider deployment requirements

ﬁ n n
situation \

Control plane: an inter-AS SAV
service subscription and auditing
platform

* Blockchain as trust foundation
* Automatic incentive allocation

programmable devices

\ 4

Data plane: use programmable
switches to flexibly support
various SAV technologies.
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pSAV Architecture

Contro' Plane » Control plane: blockchain-

i —{ Blocki-2 | Blocki-1 |—{ Blocki |—{ Blocki+1 —{ Block i+2 ]—» based service subscription and

auditing platform
dSAV Smart Contracts

e R S
1. Register 1. Register 1. Register
2. Subscribe
3. Accept/Reject
5. Acknowledge 4. Publish

: + Data plane: SAV
:  implementation on
programmable switches

: Service
= Subscriber AS

Data Plane

. = == =p Normal Inter-AS Traffic = = =p Spoofed Inter-AS Traffic (For Audit) 10




Talk Qutline

Motivati
* pSAV Architecture
e Control Plane: blockchain-based service subscription and audit platform
e Data Plane: SAV implementation on programmable switches
* Some Evaluation Results
* Conclusion
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Control plane: blockchain-based service subscription and audit
platform

All ASes must be registered before they join the blockchain.

* AS Registration

* Verify authenticity |« Service subscriber: packets’ characteristics, e.g., IP address

e Service SUbSCI‘iptiOI‘I « Service provider: SAV services they support

; .y . Service auditor: the auditing results
 Balance auditability and privacy &

* Service Audit

* Provide incentives
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Control plane: blockchain-based service subscription and audit
platform

* AS Registration
* Verify authenticity

» Service Subscription

 Balance auditability and privacy

* Service Audit Service transactions on blockchain

* Provide incentives . Plain text
 Subscriber, provider, SAV type, ..., to allow auditing of the service.
* Encrypted text
I  Privacy information about specific filtering rules, to prevent attackers from
using this information to steer by the SAV service.

______________________________________________________________________________________________________________



Control plane: blockchain-based service subscription and audit
platform

* AS Registration
* Verify authenticity

« Service Subscription Subscribers can know whether spoofed packets from

auditors are filtered. (See more in our paper!)
 Balance auditability and privacy

* Service Audit Once audit results are confirmed by subscribers, /ncentives are automatically

« Provide incentives redistributed to auditors from providers. E
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Data plane: SAV implementation on programmable switches

 Help service providers to accommodate various
SAV technologies flexibly.

* Routing-based SAV
 Labeling-based SAV

.+ Challenge: support various label generation algorithm (e.g.,
. DES, AES) on programmable switches ’

* Solution: optimization with exact match

: . ! 7 /
.+ Some more in our paper! | Seemoreinourpaper! .
Parser Ingress Pipeline Queue Egress Pipeline Deparser

|
. Traffic

Manager . .
|

Programmable Switch (Border Router)

Routing Table

| IngressFiltering Table |

Switch CPU |
SAV Agent
Routing Agent [savi| [sav2| [sav3| [sAv4 |
Updatel
Switch ASIC
Stage 1 Routing-Based SAV Stage 2°n

Labeling-Based SAV

PacketClassification

N Real-Time Label Generation

fable (AEs256) (3DES) (UMAC] - ,
LabelComparison
Static Label Assignment Table
| LabelAssignment Table |
[RMT@SIGCOMM’13] 15




Metivat
* pSAV Architecture

* Control Plane

 Data plane

* Some Evaluation Results
e Conclusion

Talk Qutline
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Evaluation Setup

« Data Plane: a network composed of four ASes with two
Intel Tofino switches and three servers Node0

e Subscriber AS1

i . . Hyperledger Fabric Blockchain
* Provider AS2 (Intel Tofino switch) Nodes
ode
. Peer Peer
* AuditorAS3

Control Plane

orderer||Fabric-CA

o Attacker AS4 Data Plane

* Control Plane: a test blockchain built with HyperLedger

= = —<p= auditor
Fabric with one server t t‘
_ _ As1 A2
*  SAV contracts with 650 lines of GO language cbebar orovider

attacker
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Blockchain performance on control plane

 Transaction throughput and latency on the control plane.

» Write-related transactions: registration, service request from the subscriber, response from the provider,
audit result submission from the auditor, and confirmation from the subscriber.

—~14  mRead m Write 100 Read Write
¥ 12 i Mean #Mean
10 — 10 —-—Min ——Min
g 8 E 1 ~Max -Max
= 6 c
£l
2 0 -II 0.01
O
< 9 11 13 0.001
Transaction ArrwalRate(lDD*TPS) 1 3 5 7 9 11 13
Transaction Arrival Rate (100*TPS)
(a) Transaction throughput. (b) Transaction latency.
Support > 1000 transactions per second. Latency < 1s when there are <900 transactions per

second.
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SAV Performance on Data Plane

 Throughput: labeling-based SAV with various label generation methods on the Tofino switch.

=S Z 1 wDES  mAES-128
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Cryptographic Algorithm Packet Size (Byte)

(a) Gbps under all packet sizes.  (b) Mpps under different packet sizes.

* All have > 100 Gbps throughput in line rate
* Largerthroughput means larger service capacity and more revenues
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Metivat
* pSAV Architecture

* Control Plane

 Data plane

* Some Evaluation Results
 Conclusion

Talk Qutline
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Conclusion

« pSAVis a practical and decentralized inter-AS source address validation (SAV) service framework to promote
inter-AS SAV deployment.

 Take SAV as a payable service by dividing participant ASes into service subscribers, providers, and
auditors.

* On the control plane, leverage blockchain as the trust foundation to
 enable service providers accountable for their offered services
* allocate incentives to auditors for detecting unqualified services.

* On the data plane, propose a flexible, high-performance, and low-cost SAV implementation mechanism
for providers.
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Service subscription and response are all blockchain transaction

Orderer Susbcriber AS1 Client Provider AS2 Client Endorser Endorser Endorser
Orderer DAPP DAPP [ Endorser } [ Endorser } { Endorser }
3 —
CJCJ Proposal(subscribe, AS2, servicel) )
»| Verify '
ProposalResponse(Signature) transaction
< legitimacy
Proposal(subscribe, service1)
> — 1
ProposalResponse(Signature) Subscribe
SignedProposal(subscribe, | Collect enough signatures from
'AS2, servicel, Signatures) | different endorsers
Blocking Blocks . .

Proposal(provide, AST, service1l Verify

transaction
legitimacy

ProposalResponse(Signature)

Proposal(provide, AS1, servicel)

\ 4

. . _ProposalResponse(Signature) = Accept
SignedProposal(provide, Collect enough signatures
_AST, serviceT, Signatures) from different endorsers
Blocking Blocks ‘

Update processing polici¢s on -
> programmable switches &order router)
S 32 35 32 35 23



Control plane: blockchain-based service subscription and audit
platform

* AS Registration 6 - H > Flooding-type
. . *  Subscriber B: packets sent to B should
* Verify Authenticity —e 7 carry some label
. . . e Auditor C: send spoofed packets to B

* Service Subscription q \ F o with IP addresses of A

» Balance Auditability and Privacy N\
« Service Audit _ A ‘ ¢~ b

Subscriber Auditor
* Provide Incentives :
G e o H/_j Reflection-type

e Subscriber B: packets from B should

Subscriber confirm -> incentives carry some label

are automatically redistributed
to auditor from provider.

; ' e Auditor C: send spoofed packets to

other Ases (e.g., A) with IP addresses of

__F B

24



SAV Overhead on Data Plane

* Memory and Stage Overhead of various blocks in Cryptographic computation

* Permutation and mixcolumn: with the match unit width increasing, they require more SRAM and fewer

stages.
 Substitution: the stage number is always one.

* When we take an 8-bit match unit, even 128-bit permutation and mixcolumn operation require five
Data Bits Data Bits Min

10
stagesand 10 o) T 158 .o56 8 s ~64b -=128b -=256b
@ 107 = 10 12
programm: s 6 2 105 Stage 9
- 104 gj, @
e e )
Memory 4 © s 2 s
2 10 » ¢ 10 6 &
E , = ) Memory
> 107 Stage =100 = 3
10 0 10 0
1 2 4 8 16 32 1 2 4 8 16 32
Match Unit (Bits) Match Unit (Bits)
(a) Substitution. (b) Permutation and MixColumn.
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